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1 Core Components in NFs
Here we provide a detailed list of the core components we
implemented in eBPF for these 35 representative works [1–
15, 17–23, 25–37].

1. Cuckoo Hash [26]: We implemented the data structure
query and insertion algorithms from section 2 of the
paper using eBPF. We report the performance of the
lookup algorithm. Specifically, during testing, we use a
padded 16-byte 5-tuple as the key because the cuckoo
hash is commonly employed as a connection table
in network forwarding functions. In the kernel imple-
mentation, we optimized performance using hardware-
assisted crc_hash and SIMD instruction-based full key
comparison.

2. Cuckoo Switch [37] We implemented the extended
Block Cuckoo Hash algorithm described in Section 2
of the paper as the key-value query operation using
eBPF. The specific implementation incorporates ap-
propriate modifications based on DPDK’s cuckoo hash
library [16]. In the kernel implementation, we opti-
mized performance using hardware-assisted crc_hash,
SIMD instruction-based full key comparison, and batch
signature comparison.

3. d-ary Cuckoo [13]: We implemented the insertion and
deletion algorithms for the d-ary Cuckoo Hash de-
scribed in section 3 using eBPF. The testing methodol-
ogy is similar to Cuckoo Hash. The kernel implemen-
tation utilizes SIMD parallel computing for optimizing
multiple hash functions.

4. SILT [18]: We implemented the Partial-key Cuckoo
hashing algorithm from Section 3.1 of the paper us-
ing eBPF. The specific implementation is referenced
from DPDK’s cuckoo hash lib, incorporating key ideas

∗Corresponding authors.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copyrights
for components of this work owned by others than the author(s) must
be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee. Request permissions from permissions@acm.org.
EuroSys ’25, March 30–April 3, 2025, Rotterdam, Netherlands
© 2025 Copyright held by the owner/author(s). Publication rights licensed
to ACM.
ACM ISBN 979-8-4007-1196-1/25/03
https://doi.org/10.1145/3689031.3696094

from the paper. The testing methodology is the same
as for Cuckoo Hash. The kernel implementation uti-
lizes hardware-assisted crc_hash and SIMD full key
comparison for optimization.

5. NFD-HCS [21]:We attempted to implement the skiplist-
based L1.cache (Key value query) from Section 3.1 of
the paper using eBPF. However, due to eBPF’s lack of
support for non-contiguous memory, we were unable
to implement it.

6. Bloom Filter [4]: We implemented the classic Bloom
filter algorithm using eBPF as a membership test op-
eration. In specific tests, we used five-tuples as keys
to evaluate the performance of insertion and query
operations for a single flow. The kernel implementa-
tion was optimized using SIMD-based parallel hash
computation.

7. Summary Cache [12]: We implemented the memory
membership test operation based on the Counter Bloom
Filter, as described in Section V.C of the paper, using
eBPF. The kernel version of the implementation was
optimized using SIMD parallel hash calculations.

8. Cuckoo Filter [11]: We implemented the membership
test operation based on the Cuckoo Filter, as proposed
in Section 3 of the paper, using eBPF. Specifically, our
implementation covers Algorithm 1, Algorithm 2, and
Algorithm 3 from Section 3. We drew inspiration from
the Cuckoo Filter implementation in DPDK [16]. The
kernel version of our implementation leverages SIMD-
based parallel comparisons and hardware-assisted crc_hash
for optimization.

9. d-left BF [5]: We implemented the d-left Bloom Fil-
ter based on d-left hashing as proposed in Section 3
of the paper using eBPF. The kernel implementation
was optimized using hardware-assisted crc_hash and
SIMD-based parallel comparison.

10. Rank-Indexed [14]: We implemented the Bloom Filter
construction algorithm, which is based on Rand-index
hashing as proposed in Section 3 of the paper, for the
membership test operation using eBPF. Our implemen-
tation encompasses the data structure illustrated in
Figure 3 of the paper. The kernel implementation opti-
mizes performance through the utilization of hardware
POPCNT bitwise operations.

11. Blocked BF [27]: We implemented the Block Bloom
Filter algorithm described in Section 3 of the paper
using eBPF. The kernel implementation utilizes SIMD
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parallel comparisons and parallel hash calculations for
optimization.

12. VBF [17]: We ported the multi-set membership test op-
eration based on a vector of Bloom filters from DPDK
to eBPF. The kernel implementation optimizes per-
formance by utilizing hardware FFS instructions and
hardware-assisted crc_hash.

13. Hypercut [31]: We implemented the search algorithm
of Hypercut mentioned in Section 5.2 in the data plane
using eBPF. According to the characteristics of this
algorithm, the decision tree is constructed in user space
and then directly written into the BPF map.

14. Efficut [34]: We implemented the search algorithm of
Efficut decision tree mentioned in Section 3 of the pa-
per using eBPF. We utilized BPF_MAP_TYPE_ARRAY-
_OF_MAPS to store multiple decision trees separated
by the algorithm.

15. TSS [32]: We implemented the Tuple Space Search
algorithm from Section 5 of the paper using eBPF. Sim-
ilar to OvS, we use Cuckoo Hash as the underlying
hash table. The kernel implementation employs SIMD-
based parallel comparisons and hardware-assisted
crc_hash for optimization.

16. Maglev [9]: We implemented the Consistent Hash-
ing algorithm from Section 3.4 of this paper using
eBPF. Since this algorithm is based on table query,
the calculation of table entries can be done in user
space, and the eBPF data path only needs to imple-
ment table lookup operations. This can be achieved
using BPF_MAP_TYPE_ARRAY or
BPF_MAP_TYPE_PERCPU_ARRAY easily just as the
implementation in Katran [24].

17. Beamer [25]: We implemented the stable hashing algo-
rithm from Section 4.1 of the paper using eBPF. Similar
to Maglev, stable hash is also a table-based load balanc-
ing algorithm, making it easily implementable with
eBPF. Additionally, since stable hash adds an extra
direction mapping, it can be implemented using the
BPF_MAP_TYPE_ARRAY_OF_MAP.

18. EFD [7]: We ported DPDK’s EFD, a load balancing li-
brary based on perfect hash, to eBPF. In the data path,
EFD involves only two hash calculations. The selec-
tion and update of the perfect hash functions for the
table are done in user space. We tested the lookup per-
formance of the eBPF implementation. For the kernel
implementation, we optimized the performance using
hardware-assisted crc_hash for optimization.

19. SpaceSaving [22]: We attempted to implement the
Stream Summary data structure for counting proposed
in Section 3.1 of this paper using eBPF, Stream Sum-
mary involves a significant number of pointer opera-
tions and non-contiguous memory, making it imprac-
tical for implementation in eBPF.

20. CSS [2]: We implemented the Compact Space Saving
(CSS) data structure from section III.B of the paper
using eBPF to achieve counting. We utilized Blocked
Cuckoo Hash as the static hash table for CSS. CSS
was deployed in the data path, and for each incoming
packet, we inserted it into CSS to test insertion per-
formance. In the kernel implementation, we employed
SIMDparallel comparisons and hardware-assisted crc_hash
for optimization.

21. HSS [23]: We implemented the Hierarchical Heavy
Hitters based on the Space Saving algorithm from Sec-
tion 3 of the paper using eBPF. Specifically, for the
Space Saving algorithm, we adopted the pointless CSS
data structure instead of Stream Summary. In the ker-
nel implementation, we optimized the CSS hash table
indexing using SIMD.

22. RHSS [3]: We implemented Algorithm 1, Randomized
HHH, from the paper using eBPF for counting. Addi-
tionally, we tested the insertion performance of RHHH.
In the eBPF implementation, we utilized
bpf_prandom_get_u32 for generating random num-
bers. Meanwhile, in the kernel implementation, we
optimized it using a GEO random number pool.

23. Tiny Table [8]: We implemented the Tiny Table data
structure described in Section 3.1 of the paper, specif-
ically the structures depicted in Figures 1, 2, and 3,
using eBPF. We tested its insertion performance in the
eBPF data path. In the kernel implementation, we op-
timized bit searches using FFS hardware instructions
and improved bucket lookup with SIMD instructions.

24. Memento [1]: We implemented the Memento algo-
rithm proposed in Section 4.1 of the paper using pure
eBPF to support counting with a sliding window. In
the eBPF implementation, we used bpf_prandom_-
get_u32 for generating randomnumbers. In the kernel
implementation, we optimized it using a GEO random
number pool. Additionally, we utilized SIMD paral-
lel comparisons to optimize the underlying CSS data
structure used by Memento.

25. HeavyKipper [36]: We implemented the HeavyKeeper
data structure from Section III.B of the paper using
pure eBPF. In the data plane, we tested its insertion per-
formance using the five-tuple as the key. In the kernel
implementation, we optimized the overall performance
of HeavyKeeper using hardware-assist crc_hash and
SIMD-based parallel comparisons.

26. Count-min Sketch [6]: We implemented the Count-
Min Sketch algorithm from Section 3 of the original
paper using eBPF. In the eBPF data path, we tested the
algorithm’s insertion performance using the five-tuple
of packet data as keys. In the kernel implementation,
we optimized it using SIMD parallel hash computa-
tions.
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27. UnivMon Sketch [20]: We implemented Algorithm 1,
the UnivMon Online Sketching Step, from Section 4.2
of the paper using eBPF. We used Count-Min as the
underlying L2-Heavy-Hitter Sketch. In the eBPF im-
plementation, we used a static hash table and a binary
heap to maintain the Top-K. In the kernel implementa-
tion, we optimized performance using SIMD parallel
hash computations. When K is set to a small value,
we used SIMD parallel comparisons and Reduce Min
to implement the heap; otherwise, we used the same
approach as in eBPF.

28. Sketch Visor [15]: We implemented the sketch visor’s
fast path and slow path in Section 3 of the paper using
eBPF. Specifically, we utilized the Count-min sketch
as the slow path. Additionally, we implemented Al-
gorithm 1 in Section 4.2, i.e., the fast path of Sketch
Visor, based on the hash table provided by eBPF. In the
kernel implementation, we optimized the slow path by
employing SIMD parallel hash calculations. The fast
path was optimized by using a static hash table and
employing SIMD parallel comparisons.

29. Elastic Sketch [35]: We implemented the basic algo-
rithm of Elastic Sketch in Section 3.1 of the paper using
eBPF, specifically the heavy part and light part as de-
picted in Figure 1. We adopted the original paper’s
approach of using Count Min as the light part. In the
kernel implementation, we utilized SIMD parallel cal-
culations for the light part. Following the methodology
outlined in Section 4.3 of the paper, we employed static
arrays along with SIMD parallel comparisons to im-
plement the heavy part.

30. Nitro Sketch [19]: We implemented the core algorithm
Nitro Sketch from Section 4.1 of the paper using eBPF.
Specifically, in eBPF, we employed bpf_prandom_get_u32
to determine whether to update a particular row, as
illustrated in Figure 4 in the origin paper. In the kernel
implementation, we followed the approach outlined
in Figure 7(b) of the paper, utilizing a GEO random
number pool and incorporating hardware-assisted crc
hash to accelerate hash calculations.

31. Eiffel [29]: We attempted to implement the priority
queue algorithm cFFS from Section 3.1 of the paper
using eBPF. Although the current eBPF does not sup-
port packet queuing, we can achieve this by leveraging
existing patches that have not yet been merged into
the kernel mainline. In the eBPF implementation, we
referred to the implementation of the software FFS
instruction in Linux, using several bitwise AND op-
erations to achieve the functionality of FFS. In the
kernel implementation, we optimized the performance
of cFFS by using hardware-based FFS instructions.

32. PCQ [30]: We implemented the core data structure, a
calendar queue, used for packet queuing in the Section

3 of the paper using eBPF. In the eBPF implementa-
tion, we utilized eBPF linked lists and BPF arrays to
implement the calendar queue.

33. Carousel [28]: We implemented the core queuing al-
gorithm, the time wheel described in Section 4 of the
paper using eBPF. For the implementation of the time
wheel, we referred to the time wheel implementation
in Linux kernel. In the eBPF implementation, we used
BPF linked lists and BPF arrays. Additionally, we uti-
lized bpf_ktime_get_ns to obtain timestamps.

34. Non-cascade Tw [33]: We ported the non-cascading
time wheel algorithm from Linux kernel to eBPF. We
utilized eBPF linked lists and software-simulated bit-
wise operations to implement the non-cascading time
wheel. In the kernel implementation, we optimized it
using hardware-based FFS instructions.

35. FQ/pacing [10]: We attempted to implement the packet
queuing algorithm based on a red-black tree in Linux
using eBPF. However, due to the lack of support for
non-contiguous memory in eBPF, it is not feasible to
implement a red-black tree within eBPF.
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